Subject-specific functional parcellation via Prior Based Eigenanatomy
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**A B S T R A C T**

We present a new framework for prior-constrained sparse decomposition of matrices derived from the neuroimaging data and apply this method to functional network analysis of a clinically relevant population. Matrix decomposition methods are powerful dimensionality reduction tools that have found widespread use in neuroimaging. However, the unconstrained nature of these totally data-driven techniques makes it difficult to interpret the results in a domain where network-specific hypotheses may exist.

We propose a novel approach, Prior Based Eigenanatomy (p-Eigen), which seeks to identify a data-driven matrix decomposition but at the same time constrains the individual components by spatial anatomical priors (probabilistic ROIs). We formulate our novel solution in terms of prior-constrained $\ell_1$ penalized (sparse) principal component analysis. p-Eigen starts with a common functional parcellation for all the subjects and refines it with subject-specific information. This enables modeling of the inter-subject variability in the functional parcel boundaries and allows us to construct subject-specific networks with reduced sensitivity to ROI placement.

We show that while still maintaining correspondence across subjects, p-Eigen extracts biologically-relevant and patient-specific functional parcels that facilitate hypothesis-driven network analysis. We construct default mode network (DMN) connectivity graphs using p-Eigen refined ROIs and use them in a classification paradigm. Our results show that the functional connectivity graphs derived from p-Eigen significantly aid classification of mild cognitive impairment (MCI) as well as the prediction of scores in a Delayed Recall memory task when compared to graph metrics derived from 1) standard registration-based seed ROI definitions, 2) totally data-driven ROIs, 3) a model based on standard demographics plus hippocampal volume as covariates, and 4) Ward Clustering based data-driven ROIs. In summary, p-Eigen incarnates a new class of prior-constrained dimensionality reduction tools that may improve our understanding of the relationship between MCI and functional connectivity.

Published by Elsevier Inc.

**Introduction & related work**

The presence of large and diverse neuroimaging datasets has brought the importance of data analysis techniques into focus. These issues are particularly salient in blood oxygen level dependent (BOLD) fMRI where recent papers have highlighted the sensitivity of this modality to specific analysis choices (Carp, 2012; Haller and Bartsch, 2009). Network analysis of functional connectivity within the brain from BOLD data has received a significant amount of attention and is notorious for being sensitive to analysis decisions (Dawson et al., 2012; Eke et al., 2012).

Functional connectivity is defined as the temporal co-activation of neuronal activation patterns between anatomically separated regions of the brain (Aertsen et al., 1989) and is thought to be an indicator of functional communication between these different regions. Typically, functional connectivity studies measure the level of correlation between the time-series of the resting state BOLD signal of the different brain regions (Biswal et al., 1997; Damoiseaux et al., 2006; Salvador et al., 2005).

Studying the brain as an integrative network of functionally interacting brain regions can shed new light on large scale neuronal communication in the brain and how this communication is impaired in neurological diseases (Bullmore and Sporns, 2009; Mohammadi et al., 2009; Seeley et al., 2009).

There are two predominant approaches for the analysis of functional connectivity:

- **Seed (ROI) based approaches:** These are straightforward and operate in the traditional confirmatory network paradigm (Tukey, 1977). They involve computing the correlation between the time series of a given (preselected) protect seed brain region (ROI)\textsuperscript{2} against all the other brain regions, resulting in a set of functional connectivity.

- **Data-driven parcellations:** These are particularly salient in blood oxygen level dependent (BOLD) fMRI where recent papers have highlighted the sensitivity of this modality to specific analysis choices (Carp, 2012; Haller and Bartsch, 2009). Network analysis of functional connectivity within the brain from BOLD data has received a significant amount of attention and is notorious for being sensitive to analysis decisions (Dawson et al., 2012; Eke et al., 2012).

  \[ \text{Data-driven parcellations} \]

- **PCA:**

  \[ \text{PCA} \]

- **ROI:**

  \[ \text{ROI} \]

- **Functional connectivity:**

  \[ \text{Functional connectivity} \]

- **Delayed recall:**

  \[ \text{Delayed recall} \]

- **Default mode network:**

  \[ \text{Default mode network} \]
The brain networks found by the above approaches are represented as a set of vertices (brain regions) connected by edges which represent the strength of correlation between those two regions (He and Evans, 2010). Independent Component Analysis (ICA) or its variants e.g. Group ICA (Beckmann and Smith, 2004; Beckmann et al., 2005; Damoiseaux et al., 2006; Petrella et al., 2011; Varoquaux et al., 2010b) or hierarchical methods (Blumensath et al., 2013; Cordes et al., 2002; Salvador et al., 2005). These methods strive to find a set of orthogonal or independent signals in the time series that can explain the resting state activity patterns. ICA based methods are the popular methods in this setting as they can find a set of independent signals from whole brain voxelwise data and also due to the public availability of tools like MELODIC in FSL (Jenkinson et al., 2012) for ICA and Group ICA of fMRI Toolbox (GIFT) (Calhoun et al., 2001). Subsequently, one can create brain connectivity networks from the outputs of these approaches by computing correlations between the different (independent/orthogonal) signals they find.

The above-mentioned approaches for analyzing functional connectivity and constructing brain networks suffer from a variety of problems. The Group ICA based approaches do a group decomposition of the time series' images of the entire cohort; they have an averaging effect and the Group ICA does. Moreover, the priors help us maintain a direct correspondence between the anatomy of the same regions across different subjects hence leading to better clinical interpretability. Our proposed approach is shown in Fig. 1.

We have drawn a clear contrast between our approach and the two related approaches namely seed based approaches (no influence of data) and Group ICA/PCA based approaches (only data driven). That said, there has also been substantial work on incorporating prior information across subjects to build subject-specific functional networks as proposed by this paper. Some early work that performed ICA on fMRI signal within ROIs (Nieto-Castanon et al., 2003) clearly foreshadowed p-Eigen. Thirion et al. (2006) also proposed a spectral learning based technique for parcelation that delineates homogeneous and connected regions across subjects, providing subject-specific functional networks. The research that is perhaps closest to ours is Ng et al. (2009a), Deligianni et al. (2011) and Blumensath et al. (2013). Ng et al. (2009a) used group replicator dynamics (GRD) for finding sparse functional networks that are common across subjects but have subject-specific weightings of the brain regions. Langs et al. (2010) performed functional alignment across subjects to achieve improved functional correspondences across subjects. Deligianni et al. (2011) used brain anatomical connectivity to constrain the conditional

In this paper, we propose a method that integrates ideas from both the seed based and learning based approaches. Our contributions in this paper are threefold.

1. We contribute a general method for prior constrained eigen decomposition (p-Eigen) of high-dimensional matrices and a novel algorithm for its optimization.

2. Publicly available implementation of our approach in C++.

3. Application of p-Eigen for deriving subject specific functional parcellations from BOLD data (which are later used to derive functional networks) and an evaluation of these novel measurements in the context of MCI and prediction of delayed recall in a memory task.
Subject Specific Functional Networks

![Fig. 1. Prior Based Eigenanatomy (p-Eigen). An initial data matrix (subject's time series in this case) is decomposed into its eigenvectors, with each eigenvector being constrained by a corresponding cortical prior.](image)

... independence structure of functional connectivity via a multivariate autoregressive model. Blumensath et al. (2013) perform hierarchical parcellation of the brain with a further clustering of the parcels to derive spatially contiguous parcels. Closely related is the work of Ng et al. (2009b) which constrains the PCA output by employing neighborhood information to learn spatially contiguous clusters. Recently, we proposed and successfully applied a variant of p-Eigen called Anatomically Constrained PCA (AC-PCA) to structural (T1-imaging) data of a clinically relevant population (Dhillon et al., 2013).

Our approach is complementary to these set of approaches and proposes a new formulation to derive subject-specific functional parcels (and hence connectivity networks) and also the first one to use the networks to derive covariates for MCI and Delayed recall prediction.

The remainder of the paper is organized as follows; in the next section we provide the details of p-Eigen. In Section 3, we provide experimental results in which we use p-Eigen to graphically describe the default mode network (DMN) connectivity with hippocampus. We further use the DMN connectivity patterns to classify MCI vs controls, and to predict delayed recall in a memory task. We conclude in Section 4.

Our approach

p-Eigen is based on the methods of sparse principal components analysis (SPCA) (d’Aspremont et al., 2007; Shen and Huang, 2008; Witten et al., 2009; Zou et al., 2006) and singular value decomposition (Sill et al., 2011).

Prior Based Eigenanatomy: p-Eigen

Define a set of \( n \times t \times p \) (rows by columns) matrices \( \{ X_{m} \}_{m=1}^{M} \) where \( t \) is the number of total time points, \( p \) is the number of total voxels and each \( X_{m} \) matrix derives from an observed subject’s BOLD fMRI image. Also, assume that we have a prior matrix \( M \) (Fig. 2) each of whose \( k \) rows corresponds to a separate prior and each of whose \( p \) columns contains the probability of a particular voxel belonging to that prior.

We seek a sparse decomposition of the \( X_{m} \) matrices constrained by the anatomical priors \( M \) which should give us a \( t \times k \) matrix for each subject where each of the \( k \) eigenvectors explains the variance in the corresponding anatomical region specified by the prior.

Our objective is described by Eq. (1):

\[
\mathbf{v}_{i}^{*} = \arg\max_{\mathbf{v}_i | v_i \neq 0, \sum_j v_j = 1} \mathbf{v}_i^\top \left( \mathbf{C} + \theta \cdot \mathbf{M}_i^\top \mathbf{M}_i \right) \mathbf{v}_i - \lambda \| \mathbf{v}_i \|_1
\]

where \( \mathbf{m}_i \) is the \( i \)-th prior and is itself a vector of size \( 1 \times p \). \( \mathbf{C} \) is the covariance matrix \( \mathbf{X}^\top \mathbf{X} \). \( \theta \) is a user tunable parameter which controls the tradeoff between the influence of data and the prior and should be typically tuned on a held out validation set in the absence of other knowledge. Smaller values of \( \theta \) suggest that we trust data more and as \( \theta \) is increased the eigenvectors \( \mathbf{v} \) are increasingly influenced by the prior. The \( \lambda \)-term ensures sparsity and non-negativity in the eigenvectors; in addition to this we enforce unit norm and orthogonality constraints on sparse eigenvectors.

Connection to sparse PCA

Our objective (Eq. (1)) is intimately connected to the variance maximization formulation of sparse principal components analysis (SPCA) (Witten et al., 2009; Zou et al., 2006):

\[
\mathbf{v}_i^{*} = \arg\max_{\mathbf{v}_i | v_i \neq 0, \sum_j v_j = 1} \mathbf{v}_i^\top \mathbf{C} \mathbf{v}_i - \theta \left( \| \mathbf{v}_i \|_1 \right)
\]

where terms have the same meaning as in Eq. (1).

As can be seen, our objective entails that instead of finding the eigenvectors of the data covariance matrix as done by SPCA, we find the eigenvectors of the transformed data covariance matrix obtained by “regularizing” it by the prior information. An important

![Fig. 2. Prior Matrix (M). Each row corresponds to a different ROI (Total k of them) and each column corresponds to a different voxel in the brain (Total p of them).](image)
consequence of this is that we are not confining our data-driven priors to lie in the original ROIs but rather we are encouraging them to find ways to explain data variance in this new “prior regularized” space.

One could optimize the p-Eigen objective in Eq. (1) using an iterative approach like power iteration. However, in our experience we found the standard power iteration to be unstable and got more efficient and stable solutions using an optimization approach which performs iterative soft-thresholding on the conjugate gradient of the Rayleigh Quotient. In addition, we deflate our data matrix $X$ (factoring out the effect of other eigenvectors) between computations of different eigenvectors, which lead to better solutions (Mackey, 2008). The resulting method is related to the Non-linear Iterative Partial Least Squares (NIPALS) algorithm (Wold et al., 1987) for large scale PCA which also combines deflation with estimation of the principal eigenvector.

An algorithm for p-Eigen

In this section we provide an alternating optimization approach, also called an analysis–synthesis loop (Murphy, 2012) for solving the p-Eigen optimization problem. As was briefly mentioned at the end of the last section, our optimization performs iterative soft-thresholding on the conjugate gradient of the Rayleigh Quotient and further relies on deflation to get better quality solutions.

Iterative soft-thresholding $\text{sign}(a)\max(|a| - \delta, 0)$, with $x_+ = \max(x, 0)$ falls in the class of proximal gradient methods and has been shown to have better convergence (Bredies and Lorenz, 2008) and scalability properties compared to other sparse optimization algorithms e.g. Least Angle Regression (LARS) (Yang et al., 2010). Furthermore, deflation has been shown to give better sparse PCA solutions (Mackey, 2008); so we added a deflation step between the alternating optimizations.

The deflation based optimization of Eq. (1) entails performing an additional ordinary least squares regression (OLS) step and can be motivated as follows.

We know that the best rank ‘k’ reconstruction of a matrix i.e. $\arg\min_X \|X - \hat{X}\|^2$, is provided by its first ‘k’ eigenvectors (Eckart and Young, 1936) i.e. $X = \sum_{i=1}^{k} d_i u_i v_i^\top$.

Hence, the best rank-1 approximation of $X$, i.e. the $n \times 1$ and $p \times 1$ vectors $\tilde{u}, \tilde{v}$ such that,

$$\tilde{u}, \tilde{v} = \min_{u,v} \|X - \tilde{u}\tilde{v}^\top\|^2$$  

is given by the SVD solution $\tilde{u} = u_1$ and $\tilde{v} = d_1v_1$, where $u_1, v_1, \text{ and } d_1$ are the first left and right eigenvectors and the eigenvalue, respectively, of the $X$ matrix.

Proceeding this way, $d_i u_i v_i^\top$ provide the best rank-1 approximation of the “deflated” matrix $X - d_i u_i v_i^\top$ and so on.

As pointed by (Shen and Huang, 2008), with $\tilde{v}$ fixed, the above optimization over $\tilde{u}$ is equivalent to a least squares regression of $X$ on $\tilde{v}$.

Similarly, with $\tilde{u}$ fixed, the optimization over $\tilde{v}$ is a sparse optimization problem. As mentioned in the last section, we solve this by iterative soft thresholding on the conjugate gradient of Rayleigh Quotient.

So, our implementation alternates between the optimization of Eqs. (4) and (5) (shown below for iteration number ‘s’):

$$U_s' = \arg\min_{U_s' | \|U_s'\|_2^2 = 1} \|X - UV_{s-1}'\|^2$$  

$$\{v_s'\} = \arg\max_{v_s' | \|v_s'\|^2 = 1} \langle C_s + \theta(m, m^\top) v_s' - \lambda_s \|v_s'\|_1 \rangle$$

### Table 1
Basic statistics for the cohort.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Entire cohort ($\mu \pm \sigma$)</th>
<th>Only controls ($\mu \pm \sigma$)</th>
<th>Only patients ($\mu \pm \sigma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>70.4 ± 8.5</td>
<td>69.9 ± 9.4</td>
<td>71.1 ± 7.0</td>
</tr>
<tr>
<td>Education</td>
<td>16.7 ± 2.7</td>
<td>16.4 ± 3.0</td>
<td>17.2 ± 2.3</td>
</tr>
<tr>
<td>Delayed recall</td>
<td>6.2 ± 3.2</td>
<td>8.4 ± 1.6</td>
<td>3.1 ± 1.8</td>
</tr>
<tr>
<td>Total Hippocampal vol.</td>
<td>4065.2 ± 766.8</td>
<td>4281.7 ± 642.0</td>
<td>3770.8 ± 835.0</td>
</tr>
</tbody>
</table>

![Fig. 3. Workflow showing our prediction pipeline.](image-url)
where symbols have the same meaning as in Eq. (1). \( C_i \) is the covariance matrix created from the “deflated” \( X \) matrix. \( C_i = X_i X_i^\top \), where

\[ X_i = X - \sum_{j=1, j \neq i}^p u_j(v_j^s)^\top (s-1) \]

The sparseness is enforced by a soft-thresholding algorithm as in Witten et al. (2009) and Zou et al. (2006). We denote this function as \( S(v, \lambda) \) and choose \( \lambda \) in a data-driven way as \( \lambda_i = \sum_{j=1}^p \frac{m_{ij}}{p} \). In other words, we are constraining the sparsity of our eigenvectors to be equal to the weighted size of the corresponding prior ROI. Defining sparsity in this manner via neuro-anatomical priors has biological motivation, as the sizes of ROIs are approximately equal to the sizes of different areas of the brain that we are modeling.

In addition to the sparsity penalty, we also include an optional minimum cluster size threshold, as is commonly performed in Voxel Based Morphometry (VBM)-type analyses. We have found that including a minimum cluster threshold size generally improves robustness of results by getting rid of isolated voxels and also helps prevent overfitting. In the experiments presented in this paper, we chose the minimum cluster threshold as 100 voxels.

Similar to (Hoyer, 2002; Zass and Shashua, 2006), non-negativity in the eigenvectors is enforced by repeated projection onto the feasible (non-negative) set. In between different iterations of our algorithm, the negative values in the eigenvectors are zeroed and the optimization is continued.

The details of our algorithm can be found in Algorithms 1 and 2. Note that the OLS regression step is just required to compute \( u \) which is required for deflation of the data matrix.

Fig. 4. Row 1: The original 8 AAL ROIs; Row 2: PCA modified ROIs; Row 3: \( p \)-Eigen modified ROIs (\( \theta = 0.5 \)); Row 4: \( p \)-Eigen modified ROIs (\( \theta = 0.80 \)) for a randomly chosen subject. 6 of these 8 ROIs are from the default mode network (Precuneus (L/R), Angular Gyrus (L/R), Frontal Medial Orbital Lobe (L/R)) and the remaining two are from left and right parts of hippocampus.
Algorithm 1. Prior Based Eigenanatomy: p-Eigen (main algorithm)

Input: X, M, θ

Standardize the data matrix X. Mean center it and scale to unit variance; Initialize the eigenvectors V ← M based on the corresponding priors > vi ← mi, where mi is the ith row of M;

U ← ReconOpt(X, V);
while ∆∥V∥ ≤ ε do
    for i=1 to k do
        X[i] ← X − ∑j=1,i−1sjvj;
        vi ← SPP(X[i], V, mi, θ, i);
        U ← ReconOpt(X, V);
    end
end
Output: V

Experiments

In this section we show the performance of p-Eigen on resting-state BOLD fMRI data. We use subject-specific functional parcellations generated by p-Eigen to construct subject-specific functional connectivity networks.

Algorithm 2. Prior Based Eigenanatomy: p-Eigen (sub-algorithm)

ReconOpt(X, V) ▷ Optimise Reconstruction error for finding u,

U ← (XXT)−1 XV ▷ Performs Ordinary Least Squares Regression. return U

SPP(X, V, m, θ, i) ▷ Sparse Prior (Bazel) Projection for finding v,

ci ← S(ci, λi) ▷ Vr contains the rth eigenvector.
gk−1 ← 1 ▷ Initialize Gradient.
while ∆c ≤ ε do
    γ ← (XTX + θ · m−1m)c;
    dγ ← gγ + γ · dk−1 ▷ Conjugate Gradient.
    ci+1 ← ci + dk ▷ Orthogonalize(c, Vr).
    k ← k + 1 ▷ Normalize
end

Our data consists of time series images of 59 individuals (28 females and 31 males) with 34 controls and 25 subjects diagnosed clinically with MCI. Patients were diagnosed according to the criterion of Petersen (2004). The memory measure used to get the delayed recall score was the Consortium to Establish a Registry for Alzheimer’s Disease (CERAD) Word List Memory (WLM) test (Morris et al., 1989). Each time series had a total of 120 points. The basic statistics for the cohort are given in Table 1.

Images were acquired on a 3T Siemens Trio scanner. The imaging protocol included the following sequences: 1 mm3 T1-weighted structural MRI and 3 × 3 × 3 mm3 resting-state BOLD fMRI covering the entire brain (TR/TE = 4000/30 ms; Matrix = 64 × 64; 40 axial slices).

Data preprocessing

We used ANTs (Avants et al., 2011; Tustison et al., in press) to pre-process the data and used a subset of the AAL labels (80 cortical labels out of the total 116 labels) as our seed ROIs (Tzourio-Mazoyer et al., 2002). The list of 80 cortical labels is in Appendix A. Firstly, we registered the AAL labels which were in template space to subject T1 space and then subsequently registered them to the BOLD space. Once in BOLD space, we multiplied the labels with a gray matter probability mask to smooth the labels and convert them to probabilities as well as to reject labelings in non-cortical regions.

We embrace a minimalistic approach to resting-state fMRI processing that seeks to use widely accepted methods to factor out nuisance variables within subject-space (Glasser et al., 2013). The first step in our process involves motion correcting each time-slice of the BOLD image to the average BOLD image in order to capture motion parameters. The first five time slices are discarded before further processing. We then identify physiological noise with the CompCor algorithm (Behzadi et al., 2007). Motion and CompCor parameters are then residualized off of the time series matrix. Subsequently, we apply a band pass filter to the time-series data with lower and upper frequencies of 0.01 and 0.1 respectively. No spatial smoothing is performed and all computations are undertaken within the original subject’s BOLD space.

After subject-specific preprocessing, we used p-Eigen to create the constrained eigenvectors {vk}k=1. Once we had the eigenvectors, we used a total of eight labels for our study on the default mode and hippocampus network. The eight AAL ROIs that we used along with their modified counterparts after running p-Eigen are shown in Figs. 4–8.

It is worth clarifying that since the algorithms for PCA and p-Eigen optimization are iterative in nature, they need an initialization of eigenvectors. In order to make a fair comparison we initialize the

Fig. 5. Modified Frontal Medial Orbital Lobe ROIs as a function of θ for a randomly chosen subject.
eigenvectors with the AAL ROIs both for PCA as well as p-Eigen. We did not have to initialize them this way for PCA, as it is oblivious to any prior information, and has no correspondence between the eigenvectors and the ROIs; however we did that just in order to make a fair comparison. In the case of PCA the eigenvectors drift away freely whereas for p-Eigen they remain close to the priors based on the strength of the prior weight.

Next, we computed the regularized partial correlations between the mean BOLD signal across all the 120 time series points, which were used to construct the functional connectivity graphs for all the three methods AAL, PCA and p-Eigen.

Regularized partial correlations have been shown to be a more robust measure of graph connectivity than simple correlations or partial correlations (Smith et al., 2011; Varoquaux et al., 2010a). We estimated them by using Graphical Lasso, which also imposes sparseness on the estimated partial correlations, making the derived network more interpretable (Friedman et al., 2008).

Note that we run p-Eigen and find partial correlations using all the 80 cortical ROIs in order to explain the covariation in the entire cortex. Finally, we derive covariates for MCI classification and delayed recall prediction from only the eight nodes in the default mode and hippocampus network post hoc due to their strong association with MCI as
has been pointed out by (Agosta et al., 2012; Bai et al., 2009; Hedden et al., 2009; Petrella et al., 2011).

Choosing tunable parameters

We used the Graphical Lasso R package (Friedman et al., 2008) for estimating regularized partial correlations and the GLMNET R package (Friedman et al., 2009) for Elastic Net classification.

The Graphical Lasso has a tunable parameter (hyperparameter) $\rho$ which controls the amount of regularization (sparsity in the estimated regularized partial correlations), with $\rho = 0$ corresponding to no regularization. Further, the Elastic Net has two tunable parameter $\alpha$ and $\beta$. $\alpha$ controls the sharing of strength between $\ell_2$ and $\ell_1$ penalties with a smaller $\alpha$ corresponding to a bigger $\ell_2$ regularization. $\beta$ scales the strength of the penalty terms ($\ell_2$ and $\ell_1$) relative to the data term, just as in any penalized regression. In addition to this, p-Eigen has a tunable parameter $\theta$ which controls the effect of the priors, with higher values corresponding to larger effect of prior.

We tuned all these parameters in a totally data-driven manner via a nested leave-5-out cross validation (CV), where we tried values of $\rho$, $\alpha \in [0,1]$ in steps of 0.02, $\beta \in [0,2]$ in steps of 0.05 and $\theta \in [0.05, 0.95]$ in steps of 0.1. In order to be totally objective and be completely fair to all the methods, we tuned these parameters separately for all the three methods AAL, PCA and p-Eigen for the tasks of MCI vs. normal classification and prediction of Delayed recall in a memory task. Finally, we choose the parameters corresponding to the minimum CV error.

The workflow showing the details of our approach is shown in Fig. 3. The results reported in the next subsection use the “best” values of these tunable parameters that we found in the cross validation (CV) and are reported in the Table 2.

Results

We used our functional connectivity graph network information for classifying controls vs MCI. We also used the network information to predict the Delayed recall for the entire cohort as well as for the patients.

In all the experiments reported below, we perform a leave-5-out cross validation (separate from the one used to tune the hyperparameters) i.e. training on 54 and testing on 5, and this procedure was repeated 1000 times. We used an Elastic Net classifier whose parameters were tuned as described earlier.

The base features that we used in our classification tasks were, age, education, gender and Hippocampal Volume (total left and right, as well as separately for left and right hemisphere) of the subject. As described earlier, in addition to this, we used the sparse inverse correlation matrix of the DMN network (which was estimated by using Graphical Lasso) as features.

The results are summarized in Tables 3 and 4.

The obtained networks for the AAL, PCA and p-Eigen labels are shown in Figs. 11, 13 and the corresponding heatmaps are shown in Figs. 12 and 14.

The Dice coefficient for p-Eigen as a function of the prior strength parameter $\theta$ is shown in Fig. 9. A prior strength of zero corresponds to

Table 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>MCI vs control</th>
<th>Delayed recall (patients)</th>
</tr>
</thead>
<tbody>
<tr>
<td>p-Eigen</td>
<td>AAL</td>
<td>PCA</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.2</td>
<td>0.26</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.94</td>
<td>0.44</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.1</td>
<td>2</td>
</tr>
<tr>
<td>$\theta$</td>
<td>0.80</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th>Feature set</th>
<th>MCI vs. normal ($\mu \pm \sigma$)</th>
<th>Delayed recall (all) ($\mu \pm \sigma$)</th>
<th>Delayed recall (patients) ($\mu \pm \sigma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base features</td>
<td>0.42 ± 0.08</td>
<td>2.68 ± 0.35</td>
<td>1.47 ± 0.30</td>
</tr>
<tr>
<td>+ p-Eigen</td>
<td>0.24 ± 0.06</td>
<td>1.83 ± 0.29</td>
<td>0.97 ± 0.18</td>
</tr>
</tbody>
</table>
Results showing p-Eigen better than AAL and PCA ROI labels. For MCI vs. normal we report mean classification error (e.g. 0.24 \( \pm 24\% \)), whereas for Delayed recall we report Mean Absolute Prediction Error (\( \sum_{i=1}^{n} |\hat{y}_i - y_i| / n \)). All the classifiers also used Base features in addition to the graph measurement features from ROIs. The p-values from two sample t-test for p-Eigen vs AAL and PCA are \( 2.2 \times 10^{-10} \).

<table>
<thead>
<tr>
<th>Feature set</th>
<th>MCI vs. normal ((\mu \pm \sigma))</th>
<th>Delayed recall (all) ((\mu \pm \sigma))</th>
<th>Delayed recall (patients) ((\mu \pm \sigma))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. AAL</td>
<td>0.36 ( \pm 0.05 )</td>
<td>2.34 ( \pm 0.21 )</td>
<td>1.41 ( \pm 0.28 )</td>
</tr>
<tr>
<td>2. PCA</td>
<td>0.34 ( \pm 0.06 )</td>
<td>2.41 ( \pm 0.35 )</td>
<td>1.35 ( \pm 0.21 )</td>
</tr>
<tr>
<td>3. p-Eigen</td>
<td>0.24 ( \pm 0.06 )</td>
<td>1.83 ( \pm 0.29 )</td>
<td>0.97 ( \pm 0.18 )</td>
</tr>
</tbody>
</table>

Fig. 9. Dice coefficient for p-Eigen for the randomly chosen subject (same as Fig. 4) with AAL ROIs as a function of the prior strength parameter \( \theta \). The plotted dice coefficient \((\bar{d} = \frac{\# A \cap B}{\# A + \# B - \# A \cap B})\), where A is the p-Eigen modified ROI and B is the true AAL ROI) was computed as the average of dice coefficients over all the 8 DMN ROIs.

Robustness of p-Eigen

In this section we first show some additional experiments which highlight the robustness of our approach. Particularly, we consider alternate definitions of initial ROIs and the use of other measures of correlation to construct networks.

Sensitivity to the choice of ROIs

To investigate the sensitivity of our results we considered an alternative ROI set constructed by using Ward Clustering (Michel et al., 2012). We parcellated the average time-series image of the subjects using Ward Clustering (we used the implementation from NILEARN (http://nilearn.github.io/)) with 80 clusters and then used those as the prior ROIs for p-Eigen. The corresponding method is called p-Eigen (Ward).

In addition, we also compared p-Eigen against another baseline. We created subject-specific parcellations by intersecting AAL ROI labels with the subject-specific ROIs obtained by performing Ward Clustering on each subject’s time series image separately and keeping only those clusters that were larger than 100 voxels. This provides a simple baseline method to construct subject-specific parcellations and hence functional connectivity networks.

The results are shown in Table 5 and the corresponding intersected ROIs are shown in Fig. 10. We can make two observations from the results. Firstly, p-Eigen with AAL ROIs is statistically significantly better than subject-specific parcellations constructed by intersecting AAL labels with Ward clusters. This shows that subject-specific functional parcellations constructed by using p-Eigen contain more discriminative signal to aid MCI and delayed recall prediction.

Secondly, p-Eigen with AAL ROIs is significantly better (though marginally) than p-Eigen using Ward Clustered ROIs. We conjecture that it is due to the Ward Clustered ROIs being noisy as can be seen in Fig. 10. When we further smoothed them and used them to constrain p-Eigen (p-Eigen (Ward)), the difference was no longer significant.

So, p-Eigen is reasonably robust to the choice of ROIs used for priors, unless they are very noisy. In such cases, smoothing might improve performance.

Using Pearson’s correlation for constructing networks

As mentioned earlier, regularized partial correlations have been shown to be a robust measure of graph connectivity. However, its estimation procedure via Graphical Lasso has a tunable parameter \( \phi \), which needs to be chosen via cross validation. So, we were interested in knowing if we can obviate the need for it by constructing the functional connectivity network using Pearson’s correlation which has no tunable parameters.

The results are shown in Table 6. As can be seen p-Eigen with graph constructed by using Graphical Lasso performs significantly better than p-Eigen with the graph constructed by using Pearson’s correlation. This can be due to the fact that since regularized partial connections are not directly related to the correlation between 2 time series. However, if we smooth the initial ROIs for p-Eigen (p-Eigen (Ward)), then even here we see the advantage of p-Eigen (Ward) in terms of MCI and delayed recall prediction. This can be due to the fact that p-Eigen (Ward) is using partially data-driven (PCA) based decomposition and a prior strength of one corresponds to using only the prior. As expected, there is increasing overlap between the p-Eigen refined ROIs and the true AAL ROIs as the prior strength increases.

Our main findings are:

1. p-Eigen network measurements along with the base features are a significantly better predictor of both MCI status and Delayed recall score compared to using the base features alone.

2. p-Eigen network measurements along with the base features are a significantly better predictor of both MCI status and Delayed recall score compared to using AAL or PCA ROI graph measurements along with the base features.

Fig. 10. Figure showing only those Ward ROIs that had a non-zero intersection with any of the 8 AAL ROIs and were larger than 100 voxels. There were a total of 7 such ROIs.
correlations explain away the effect of all the other nodes in the network while computing correlation between a pair of nodes, they are more robust. Our finding is also in consonance with the finding by Smith et al. (2011).

Discussion

We proposed a new approach for deriving data-driven subject-specific functional parcellations. The strong and robust empirical performance of p-Eigen makes it a viable alternative to the seed based or totally data-driven approaches. p-Eigen also enhances the findings of several MCI clinical studies.

Multiple clinical studies have reported that there is change in connectivity in default mode network (DMN) for MCI patients as well as for the patients who progress onto clinical AD (Agosta et al., 2012; Bai et al., 2009; Greicius et al., 2004; He and Evans, 2010; Hedden et al., 2009; Petrella et al., 2011; Sheline et al., 2010).

There are variations in ROI definitions across these studies and furthermore there are some variations on the ROIs thought to be the primary nodes. In this paper, we tried to choose the ROIs corresponding to one of the most widely accepted definitions of DMN. However, differences in definition of the primary nodes of the network may be a source of some variation across the studies. Nonetheless, there are two consistent and general findings across most MCI studies.

- There is reduced mean connectivity across all the nodes in the DMN for the MCI patients compared to the healthy controls.
- There is reduced mean connectivity of the hippocampus with the other nodes of the DMN (Frontal Medial Orbital, Angular Gyrus, Precuneus in our case) for the MCI patients compared to the healthy controls.

The networks and heatmaps generated by our approach (Figs. 11, 13, 12 and 14) for a randomly chosen patient and control illustrate these findings.

First, all the three approaches (AAL, PCA, p-Eigen) highlight that there is reduced mean DMN connectivity in the networks of MCI patients compared to the controls. However, this reduction (averaged over all the subjects) is only significant ($p \approx 0.03$ in Welch’s $t$-test) for p-Eigen ROIs. The corresponding $p$-values for AAL and PCA are 0.09 and 0.11 respectively.

Second, the memory network is disrupted in patients; they have limited or no connectivity of hippocampus with the DMN. This contrast is more evident in the case of p-Eigen ROIs as the Hippocampus has strong connections to DMN on average for the controls but is not connected (or is weakly connected) to the nodes of the DMN for the patients. In the case of AAL, the Hippocampus also has strong connections to DMN for the controls but the change is less drastic when we compare to patients as some patients also have significant hippocampus connectivity to...
Lastly, in the case of PCA, there is no hippocampus connectivity with DMN in the case of patients, but the same is true for controls also, as the PCA networks have very few connections, in general. A quantitative evaluation of mean connectivity of hippocampus with the nodes of the DMN, shows that the reduction in mean connectivity between controls and patients is highly significant (p < 0.01) for p-Eigen. For AAL and PCA it is again insignificant, however, with a trend toward statistical significance.

We conjecture that it is due to the ability of p-Eigen ROIs to highlight these differences (which have also been confirmed by multiple studies) between controls and patients, that it does a better job of MCI vs. control classification and Delayed recall prediction compared to AAL and PCA.

**Limitations**

In summary, we showed that p-Eigen better resolves subtle functional patterns that separate MCI from controls and that this is largely consistent with past research. It is also possible that changes in DMN may predict those who convert from MCI to AD and those who do not. While we cannot address this question, it is possible that our MCI data contains subjects of both types. Although this is a limitation in this study, it leads to the possibility that p-Eigen may be extracting signal that is relevant to separating those who do from those who do not progress to AD. This will be a topic of future research. A second limitation of our research is that we explored only a single parcellation scheme, i.e. the AAL. While other parcellation schemes (Klein and Tourville, 2011; Yeo et al., 2011) may reveal different results, our focus on the relatively consistently defined DMN mitigates this possibility. We did show results which used data-driven Ward Clustering based
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**Table 5**

Results comparing 1) p-Eigen with Ward Clustering based ROIs and 2) p-Eigen with AAL ROIs vs p-Eigen with Ward Clustering based ROIs. For MCI vs. normal we report mean classification error (e.g. 0.24 ± 0.08), whereas for Delayed recall we report Mean Absolute Prediction Error (∑(|yi - ^yi|)/n). All the classifiers also used Base Features in addition to the graph measurement features from ROIs. Note: The reported p-values are from a two sample t-test.

<table>
<thead>
<tr>
<th>Feature set</th>
<th>MCI vs. normal (µ ± σ)</th>
<th>Delayed recall (all) (µ ± σ)</th>
<th>Delayed recall (patients) (µ ± σ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Ward Clustering</td>
<td>0.33 ± 0.08</td>
<td>2.24 ± 0.23</td>
<td>1.21 ± 0.24</td>
</tr>
<tr>
<td>2. p-Eigen (Ward)</td>
<td>0.28 ± 0.05</td>
<td>2.07 ± 0.26</td>
<td>1.10 ± 0.22</td>
</tr>
<tr>
<td>3. p-Eigen (AAL)</td>
<td>0.24 ± 0.06</td>
<td>1.83 ± 0.29</td>
<td>0.97 ± 0.18</td>
</tr>
<tr>
<td>p-value (2. vs 3.)</td>
<td>(2 vs 3.) 0.045</td>
<td>(2 vs 3.) 0.041</td>
<td>(2 vs. 3) 0.066</td>
</tr>
<tr>
<td>(1. vs 3.)</td>
<td>2.7 × 10^{-10}</td>
<td>1.4 × 10^{-7}</td>
<td>3.4 × 10^{-5}</td>
</tr>
</tbody>
</table>

24 P.S. Dhillon et al. / NeuroImage 99 (2014) 14–27

---

**Fig. 13.** Default mode networks for a randomly chosen patient. Top-to-Bottom AAL, PCA, pEigen. Key: FMO—Frontal Medial Orbital.

**Fig. 14.** Heatmaps for brain network connectivity for the same randomly chosen patient as above. AAL, PCA, p-Eigen [L-to-R]. Key: FMO—Frontal Medial Orbital, AG—Angular Gyrus, P—Precuneus, Hipp.—Hippocampus.
parcellations and showed that p-Eigen is reasonably robust to the definition of ROIs. However, we think that this needs to be explored more as the connectome analyses are known to be sensitive to functional homogeneity (Zuo et al., 2013). We also note that a full exploration of the parameter space of fMRI pre-processing decisions may alter the results reported here. For instance, though we perform motion correction and other nuisance parameters widely recognized as problematic. The fact that we employ a prediction framework and consistent processing across all algorithms compared also mitigates this limitation, although it remains considerable. Finally, we note that we explored only one out of the many possible applications of p-Eigen. Additional work in structural imaging and structural–functional decomposition will be considered in the future.

### Conclusion

We proposed a novel approach, Prior Based Eigenanatomy (p-Eigen), for fMRI network analysis which integrates ideas from the matrix decomposition and the ROI paradigms. p-Eigen leads to statistically refined definitions of ROIs based on local covariance structure of the data matrix and provides a principled way of incorporating prior information in the form of probabilistic or binary ROIs while still allowing the data to softly modify the original ROI definitions.

The subject-specific parcellations generated by p-Eigen were used to construct subject-specific functional connectivity networks. These networks showed reduced sensitivity to ROI placement for a cohort of subjects which included people diagnosed with MCI. The network measures gathered from our refined ROIs significantly aid in the classification of early MCI as well as in the prediction of Delayed recall in a memory task when compared to metrics derived from standard registration-based ROI definitions, totally data-driven methods, a model based on standard demographics plus hippocampal volume and state-of-the-art Ward Clustering parcellations. We show that the use of our methodology enhances the detection of previously demonstrated findings in this population, namely that there is reduced mean connectivity and disruption of the connections of hippocampus with DMN for MCI patients.

### List of 80 AAL (cortical) ROIs used

The list of 80 cortical ROIs is below.

1. Precentral_R
2. Precentral_L
3. Frontal_Sup_R
4. Frontal_Sup_L
5. Frontal_Sup_Orb_R
6. Frontal_Sup_Orb_L
7. Frontal_Mid_R
8. Frontal_Mid_L
9. Frontal_Mid_Orb_R
10. Frontal_Mid_Orb_L
11. Frontal_Inf_Oper_R
12. Frontal_Inf_Oper_L
13. Frontal_Inf_Tri_R
14. Frontal_Inf_Tri_L
15. Frontal_Inf_Orb_R
16. Frontal_Inf_Orb_L
17. Rolandic_Oper_R
18. Rolandic_Oper_L
19. Supp_Motor_Area_R
20. Supp_Motor_Area_L
21. Olfactory_R
22. Olfactory_L
23. Frontal_Sup_Medial_R
24. Frontal_Sup_Medial_L
25. Frontal_Med_Orb_R
26. Frontal_Med_Orb_L
27. Rectus_R
28. Rectus_L
29. Insula_R
30. Insula_L
31. Cingulum_Ant_R
32. Cingulum_Ant_L
33. Cingulum_Mid_R
34. Cingulum_Mid_L
35. Cingulum_Post_R
36. Cingulum_Post_L
37. Hippocampus_R
38. Hippocampus_L
39. ParaHippocampal_R
40. ParaHippocampal_L
41. Amygdala_R
42. Amygdala_L
43. Calcarine_R
44. Calcarine_L
45. Cuneus_R
46. Cuneus_L
47. Lingual_R
48. Lingual_L
49. Occipital_Sup_R
50. Occipital_Sup_L
51. Occipital_Mid_R
52. Occipital_Mid_L
53. Occipital_Inf_R
54. Occipital_Inf_L
55. Fusiform_R
56. Fusiform_L
57. Postcentral_R
58. Postcentral_L
59. Parietal_Sup_R
60. Parietal_Sup_L
61. Parietal_Inf_R
62. Parietal_Inf_L
63. SupraMarginal_R
64. SupraMarginal_L
65. Angular_R

---

**Table 6**

Results showing p-Eigen (AAL) with Graphical Lasso better than p-Eigen using Pearson's correlation. For MCI vs. normal we report mean classification error (e.g. 0.24 ± 0.06), whereas for Delayed recall we report Mean Absolute Prediction Error ($\sum_{i=1}^{n}|y_i^\text{obs} - y_i^\text{pred}|$). All the classifiers also used Base features in addition to the graph measurement features from ROIs. All other p-values for each column were $2.2 \times 10^{-16}$.

<table>
<thead>
<tr>
<th>Feature set</th>
<th>MCI vs. normal ($\mu \pm \sigma$)</th>
<th>Delayed recall (all) ($\mu \pm \sigma$)</th>
<th>Delayed recall (patients) ($\mu \pm \sigma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. AAL (Pearson)</td>
<td>0.39 ± 0.05</td>
<td>2.51 ± 0.23</td>
<td>1.57 ± 0.28</td>
</tr>
<tr>
<td>2. PCA (Pearson)</td>
<td>0.38 ± 0.06</td>
<td>2.59 ± 0.37</td>
<td>1.46 ± 0.21</td>
</tr>
<tr>
<td>3. p-Eigen (Pearson)</td>
<td>0.31 ± 0.04</td>
<td>2.09 ± 0.31</td>
<td>1.11 ± 0.11</td>
</tr>
<tr>
<td>4. p-Eigen (Glasso)</td>
<td>0.24 ± 0.06</td>
<td>1.83 ± 0.29</td>
<td>0.97 ± 0.18</td>
</tr>
<tr>
<td>p-value</td>
<td>(3 vs 4.)</td>
<td>(3 vs 4.)</td>
<td>(3 vs 4.)</td>
</tr>
</tbody>
</table>
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